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1. Let V be the vector space of all polynomial functions from R to R which have
degree less than or equal to n� 1. Let t1; t2; � � � ; tn;be any n distinct real numbers,
and de�ne linear functionals Li(p) = p(ti) on V . Show that L1; L2; � � � ; Ln are
linearly independent.

2. For C 2 Fm�m, de�ne TC(X) = CX for all X 2 Fm�n. Prove the following.

(a) The function TC is a linear operator on the vector space Fm�n.

(b) If rank(C) = r, then rank(TC) = nr.

(c) The minimal polynomial of TC is the same as the minimal polynomial of C.

(d) The linear operator TC is diagonalizable if and only if C is diagonalizable.

3. Let A;B 2 Rn�n be two symmetric matrices. Prove or disprove that the non-zero
eigenvalues of AB �BA are pure imaginary.

4. Let V be an n-dimensional vector space over �eld of complex numbers C, and let
I be the identity operator on V . Prove: For linear operators S and T on V , there
exist ordered bases � and � for V such that the matrix representation of S with
respect to � is equal to the matrix representation of T with respect to � if and only
if rank(cI + S)k =rank(cI + T )k for all c 2 C and k = 1; 2; � � � ; n:

5. Let A 2 Rn�n be a nonsingular matrix. Show thatminfk�Ak2kAk2 j A+�A is singularg =
1=�2(A). (That is the relative distance to the nearest singular matrix is 1=�2(A).)

6. For any matrix A = (aij), A 2 Rn�m de�ne

jjAjjF =
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This is the Frobenius matrix norm. Show that if Q 2 Rn�n is orthogonal, then
jjQAjjF = jjAjjF . Then show that

jjAjjF = (�21 + � � �+ �2r)1=2

where �i are singular values of A.

7. Consider the linear least squares (LS) problem

min
x
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Compute the QR decomposition of A using the Householder re�ections and then
solve the LS problem (1) using the QR decomposition method.



8. Let A;Q0 2 Rm�m. De�ne sequences of matrices Zk, Qk and Rk by

Zk = AQk�1; QkRk = Zk; k = 1; 2; � � � ;

where QkRk is an QR factorization of Zk. Suppose limk!1Rk = R1 exists, and
limk!1Qk = Q1 exist. Determine the eigenvalues of A in terms of R1.


