
● The goal of Charger Active Defense (ChAD) is to

show the feasibility of active cybersecurity

defense that crashes or hangs an attacker’s tools

using invalid network responses.

● We performed fuzz testing on both existing and AI

generated attack tools to find network responses

that crashed or hung the tools
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Results/Impact

● Our fuzzing workflow was able to crash 3 out of 6

AI generated attack tools and hang 1 of them.

● We were unable to crash or hang Masscan, our

chosen well-known attack tool.

● Could lead to buffer overflow attacks which would

allow nation-states to directly retaliate against the

attacker (and collect more information on them).
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M1 The ChAD fuzzing workflow must conduct network-

based fuzzing to identify network responses, also 

known as Active Defense Responses, that can crash 

or hang adversarial attack tools.

M4 Must use two different AI/LLM models to generate 

additional attack tools.

M7 Demonstrate a fuzz testing workflow for Masscan and 

AI-generated attack tools.

M10 The ChAD program must provide an active defense 

response.

Our design is split into two primary sections:

● Fuzzing Workflow: Includes everything related to

finding vulnerabilities within the open source tools

● ChAD Program: The replay service for providing

network responses to the attacking application
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