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Instructor biography

e Mikel D. Petty, Ph.D.

e Current position
= Director; Center for Modeling, Simulation, and Analysis
= Associate Professor, Computer Science

e Education
= Ph.D. Computer Science, UCF 1997
= M.S. Computer Science, UCF 1988
« B.S. Computer Science, CSUS 1980

e Research
* Modeling and simulation
= > 175 research papers published
= ~ $15 million total research funding awarded
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Concepts and Protocols 1.3

Instructor Distributed Simulation experience

Selected Dist Sim research projects

= 1992:
= 1992:
= 1996:
= 1997:
= 1997:
= 1998:
= 2000:
= 2003:
= 2010:
= 2013:

Multi-resolution modeling

I/ITSEC DIS interoperability demo

HLA Platform Proto-Federation

DIS—HLA protocol translator

HLA Data Distribution Management services
HLA medical federation

IEEE 1516-2000 HLA standard

Crowd model in HLA

IEEE 1516-2010 HLA standard

IEEE 1730-2013 DMAO standard

~90 Dist Sim publications 1995-2012
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Overall conceptual outline

e Concepts and Protocols
= What is Dist Sim?
= Why is Dist Sim useful?
= How does Dist Sim work, in concept?
= What Dist Sim protocols have been developed?

e HLA Development
* How can a Dist Sim be implemented using HLA?
= What tools and products support HLA development?

e Applications and Case Studies
= What applications are appropriate for Dist Sim?
= How has Dist Sim been used successfully?
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Primary sources

e B. Moller, et al, The HLA Tutorial: A Practical Guide for
- Developing Distributed Simulations, Pitch Technologies,
Linkoping Sweden, 2012. [Mdller, 2012]

Exgenckg Pl s A. Tolk (Editor), Engineering Principles of Combat Modeling and
g Distributed Simulation, John Wiley and Sons, Hoboken NJ, 2012.
%" % [Tolk, 2012]

| | | T. Clarke (Editor), Distributed Interactive Simulation Systems

==~ |  for Simulation and Training in the Aerospace Environment, SPIE
Critical Reviews of Optical Science and Technology, Vol. CR58,
‘ SPIE Press, Bellingham WA, 1995. [Clarke, 1995]

Many other secondary sources (books, papers, and reports).
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Concepts and Protocols outline

Motivation and introduction

Background definitions and concepts
Semi-automated forces

Distributed simulation definitions and concepts
Distributed simulation protocol standards
Close Combat Tactical Trainer

Introduction to interoperability protocols
Distributed Interactive Simulation

High Level Architecture

(continued on next slide)
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(continued from previous slide)

e [est and Training Enabling Architecture
e Implementing interoperability

e Terrain issues in distributed simulation
e Summary and references
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Motivation and introduction

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Motivation and objectives

e Motivation
= Distributed simulation (Dist Sim) widely used in DoD
* Many important models use Dist Sim
= Dist Sim protocols embody key M&S ideas

e Objectives
= Understanding of Dist Sim definitions and concepts
= Knowledge of important Dist Sim protocols
= Exposure to key Dist Sim models and systems
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M&S architectures

e Architecture: standalone vs distributed

e Standalone
= Single program running on single computer
= More common
= Less complexity and implementation effort
= Less validation effort

e Distributed (aka networked, interoperable)
= Multiple programs running on multiple computers,
linked via network and protocol
= Less common
* More complexity and implementation effort
= More validation effort
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Example distributed simulation:
America’'s Army

Recruiting and familiarization tool for U. S. Army
Multiplayer online game, linked via Internet

First person shooter
9.7M registered users, 42.6M downloads (2010)

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Advantages (benefits) of distributed simulation

e Access additional computational power
= Multiple computers

e Support multiple users or participants
e Combine heterogenous models

= Developed for different purposes
» Implemented by different developers

e Exploit existing models and model federations
= Interoperability protocol allows connection and use

e Support geographic separation of users

e Allow multiple security levels in single simulation
* Models run at different security levels
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Background
definitions and concepts

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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1.14

Concepts

e Model: representation of something else
e Simulation: executing a model over time

log_1 (EFOPt J log_1 (?Or] log_1 (MFOS r]
R=2.59 x4 ox

o)
_ i@

Simulation

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.

Both
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1.15

Definition

Model: A physical, mathematical, or otherwise
logical representation of a system, entity,
phenomenon, Or Process. [pob, 1996] [DOD, 2009]

e Representation of something else,
often a “real-world” system

e Some aspects of the modeled system
are represented in the model, others not
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Example model

Equation describing vertical height
of an object moving under gravity.

h(t) =-16t2 +vt+s

h = height (feet)

t =time in motion (seconds)

v = initial velocity (feet per second, + is up)
s = initial height (feet)

Note that at t=0, h=s, as expected.
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h(t)=-16t> + vt + S

Model does represent

e Height of object (output of model)

e Mass of earth (as the —16 coefficient)
e |nitial state, as velocity v and height s

Model does not represent

e Air resistance (not included in model)

e | ocation (assumed to be near surface of earth)
e Mass of object (not included in model)
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Definition

Simulation: Executing a model over time.

Also, a technique for testing, analysis, or training in
which real world systems are used, or where a
model reproduces real world and conceptual
systems. [DOD, 1996] [DOD, 2009]

Alternative uses of term (to be avoided)
e A large composite model
e Software implementation of a model
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Example simulation

Model: h(t)=-16t>+ vt +s
h(t)

\_

t
0
1
2
3
4
5
6
7
8
9

10
11

h(t) Start
1000 < state

1084
1136
1156
1144
1100
1024
916
776
604
400
164

1000

500

'Y

Data: v=100, s= 1000
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Simulation vs reality

Real-world system Time , Real-world system
In start state Physics In end state
ol A A
Modeling Initialization Interpretation EVaIidation
v v o v
Model Simulation Model
. > :
In start state Computation In end state
h(t) =16t + vt +s h(t) = -16t2 + vt +s
1000 =—16(0)? + 100(0) + 1000 0 =-16(11.63)2 + 100(11.63) + 1000

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Background definitions, 1 of 2

Simuland
e Real-world system
e Thing to be simulated

Requirements
¢ |Intended uses
e Needed validity, resolution, scale

true

h=-16t2+vt+s

>
v
I
=
o
\ 4

h(t)=-16t> + vt +s

Conceptual model [BanksC, 2010]

e Simuland components, structure
e Aspects of simuland to model

e Implementation specifications

e Use cases

e Assumptions

¢ Initial model parameter values

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Background definitions, 2 of 2

/* Height of an object moving in gravity. */

/* Initial height v and velocity s constants. */ Executable model

main()

¥ ftoat n, v = 100.0, s = 1000.0; o Computer software
= 0. h=s:h > 0.0 t49) e Implemented conceptual model
{

h=(16.0*t *t) + (v *t) +s;
printf(“Height at time %d = %f\n”, t, h);
}
}

i Results
1000 o Qutput of model
113 e Produced during simulation

h(t)

1000 ¢ °

500
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Semi-Automated Forces

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Semi-automated forces (SAF) systems (petty, 1995]

e Generate and control multiple simulated entities
e Used standalone or with other models

e Autonomous behavior for SAF entities [petty, 2009]
= Generated by software in SAF model
= Controlled by human operator via user interface
= Military hierarchy represented

e Environment represented (e.g., terrain)
e Example SAF systems
 ModSAF; once most widely used, now unsupported

= OneSAF; current U. S. Army standard SAF
= VT MAK VR-Forces; commercial product

e aka computer generated forces (CGF)
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Example SAF. ModSAF

Terrain map

Entities

Control measures

Map commands

Unit icons

Execution matrix

& [ et (2|7 [ [ 5 o]
PR EERE ]

[
B

i

5
;

|

ModSAF Operator Interface

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Example SAF. OneSAF

< MCT [Login ID: onesaf] - COE_Sniper_Basic_T012-A1

Exercise Control Checkpoint Tools Window Help

s [alu[a][3]> [n[n]
el | PR e —
N A

T

File Edi View Manage
Biela (3] ¢
| &

Wl @& sz

k&4 Task Organization

Terrain map

Map commands —>

Task Org[ Mission Dsscr\pﬂuﬂ
Name [ 7we | I

convoy_mr Transportation
1fconvoy_mTransportation

convoy_mrfHMMWY
ipers Infantry

snipers: AUNIC, Loaded GROUND FLOOR
snipers FIRIC, Loaded ]

ts

opforSniper  IC, Loaded

svdSniper IC, Loaded I__-

nel IC, Normal

ne2 IC, Normal ’

ne3 IC, Normal 1

Entities -
®[o[g[E]| -]

DOEIEEBENEDENERDOONE!

Supplies Roll-up W ciass it fiooo % M classV [iooo Z

. . - = = | I Phase 1 I Phase 2 I ;“,‘pe ]ID Lual‘e;MEATﬁNFANTRWSmpeLSVD Inf MRC_RS_IC
Execution matrix ————= —> | o comnens__| e

§| opforSniper ‘ [cPIChange Posture| CPlMove Tactically | £ [CP[OctupySniperPosition) & [CPICI]

i RB[DDI't Messane

- [ETHIS] svdsniper {[CPIChange Posture| CFlMove Tactically |- [CPIOccupySniperPosition] £ [CPICIs |
=-[5] civilian 5 =
| ” | —— Edit
4 <1+ [»] Engage ICs| Engage Comvoy| Engage Civ
| Mission Editer Status - opforSniper ] PVD | Tak Organization

Entity status

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.

OneSAF Operator Interface
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Example SAF. VR-Forces

@ VR-Forces |

File View Create Entities Task Set Simulation Settings Observer Intervisibility Help

D EY 0 X e Fy &2 43| smiatonEngn 0:00:00:00 @ & (H) 100
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© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Example SAF. VR-Forces

Bl VR-Forces 1 - C: makfvrforces3.12.0.1/datafscenariosfShreyas/73 Easting/Freedom/MDP73.scn
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© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Distributed simulation
definitions and concepts

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Definition

Distributed simulation. Multiple collaborating
simulations distributed across locations,
computers, and/or processes.

Distributed simulations typically
e Cooperatively simulate simuland
e Each simulates some portion of simuland
e Exchange data about simuland
via network messages
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Generic distributed simulation architecture

Network
= f, f, f R
DL B
O % 01 - \ {;, 03 ! QZ On_l
v
% 02 ! \Y; On

F={f,f, ..., T} simulation nodes
O={0,,0,,...,0,} simulated entities
R non-simulation support node
Network and protocol
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Distributed simulation conceptual framework

e Simulation domain
= What entities are represented?

e Model characteristics
= How are the entities modeled?

e Software architecture and implementation
« What implementation techniques are used?

e Simulation infrastructure
= What network services & protocol are used?

e Computing infrastructure
» What computing hardware is used?
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Distributed simulation system components

e Models/Simulations (simulation nodes)
o Utilities (non-simulation support nodes)

e Network and protocol

Network

Network and
Protocol Interface

Network and
Protocol Interface

Network and
Protocol Interface

Network and
Protocol Interface

Network and
Protocol Interface

|
|
|
|
|
Live Virtual Constructive| , Control Support
:
|
Real systems Simulators Wargames 1 3D viewer Data comm
SAF systems : 2D map Data logging
| Status
Models/Simulations ! Utilities
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Models/Simulations

Node of a distributed simulation system that is
simulating part of the exercise/experiment
e Live; actual systems

e Virtual; simulators
e Constructive; semi-automated forces

ff ﬂid-mmnunm:-'l'

I S e T

Live; instrumented vehicle Virtual; flight simulator Constructive; SAF

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Utilities

Node of a distributed simulation system that
performs a non-simulation support function
e Support data transport

e Log transmitted data “"datalogger”

e Provide view into simulation “stealth viewer”
e Monitor and control overall execution “monitor”

Monitor 1992
Stealth, SAF 1998

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Informal definitions

e Interoperability; the ability of models
to meaningfully communicate in a
distributed simulation

e Composability; the ability to combine and
recombine models and model components
into different complex simulations
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Distributed simulation vs parallel simulation

e Distributed simulation
* Nodes relatively loosely bound
= Often (not always) real time
= Usually implemented on separate computers
connected via network and protocol

e Parallel simulation
* Nodes relatively tightly bound
= Often (not always) logical time
= Usually implemented as multiple processes
on single multi-processor computer

o Not disjoint
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In depth:
Close Combat Tactical Trainer

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Example distributed simulation: CCTT

e Close Combat Tactical Trainer

e Virtual simulators
= Participants (trainees) inside vehicle simulators
= Computer generated images of battlefield

e Combat training
= Mounted and dismounted team tactics
= Platoon to battalion units
e CCTT training sites
= Fixed: U.S. x6, Germany, South Korea;
10-40 simulators per site
= Mobile: x8; 1 simulator per trailer
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CCTT simulator external views

= o

Simulator bay
M1 simulator

i > -
T w A
s 0
o
T | =
- 'F)
FRS
4 u» =
el

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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CCTT simulator internal views

M1 gunnér

0o =z

M1 commander

M1 driver
M‘1 Ibader

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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CCTT simulator internal views

HMMWV driver
HMMWYV observer

Dismounted Infantry

M2 driver

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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CCTT simulator out-the-window views

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.



AN Concepts and Protocols 1.44

ALABAMA IN HUNTSVILLE

Additional CCTT images
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Additional CCTT images

CCTT reco”nfi.g”urable CCTT reconfigurable
vehicle trainer vehicle trainer
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CCTT technical detalls

e Simulators connected via network
= Distributed simulation, using DIS protocol
= Other model types connected, e.g., logger, SAF

e Virtual terrain
= High-fidelity geospecific or geotypical
* Ox locations where potential engagements anticipated
= Central Germany, Kosovo, Korea, Baghdad, NTC, ...
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Terrain

e Terrain database
= Represents geographic area of scenario
= Identical (or correlated) among linked models
e Representation

= Terrain surface formed from polygons (triangles)
= Texture, type associated with each triangle

= X, Y, zZvalues at vertices on 2D grid or arbitrary

= Features (e.g., trees, buildings) separate

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Introduction to
Interoperability protocols

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Definition

Distributed simulation protocol. Network protocol
designed to support a category of distributed
simulation systems.

General protocol characteristics

e Definitions of
= Data items
Message formats
Interaction sequences

e Standardized to support interoperability
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Military distributed simulation protocols

o Simulator Networking SIMNET

= First functional distributed simulation protocol
Homogenous, entity-level, mostly virtual

e Distributed Interactive Simulation DIS
Expanded capabilities w.r.t. SIMNET
Heterogeneous, entity-level, mostly virtual

o Aggregate Level Simulation Protocol ALSP
» Heterogeneous logical time constructive
e High Level Architecture HLA

= (General purpose, subsumes previous protocols

e Test and Training Enabling Architecture TENA

» Designed with test range applications in mind
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Distributed simulation protocol development

SIMNET —> DIS >  TENA
Virtual; Virtual; Ranges;
real-time; real-time; real-time;
entity level, entity level, entity level,
1980s 1990s HLA 2000s
eneral purpose;
1995+
ALSP
Constructive;
logical-time;

aggregate level,
1990s
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Distributed simulation protocol:
Simulator Networking (SIMNET)

e Characteristics
* Mounted combat
= Distributed, virtual, entity level, real-time
= Homogenous, proprietary
= Both protocol and simulation system

e Purpose: team tactics training

M1 turret

M1 driver

Simulator bay
Out-the-window

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Distributed simulation protocol:
Aggregate Level Simulation Protocol (ALSP)

e Protocol designed to link constructive models

e Time management capabilities

* Synchronize and advance simulation time,

l.e., logical time

= Simulation time different from wall-clock time
e Some models linked with ALSP

= CBS (Corps Battle Simulation)

 AWSIM (Air Warfare Simulation)

« JTC (Joint Training Confederation)
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Distributed Interactive Simulation

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Distributed simulation protocol:
Distributed Interactive Simulation (DIS) peek, 1995

e Development history
= Developed from SIMNET, beginning early 1990s
» Exploited lessons learned from SIMNET

e Characteristics

* Mounted combat

= Distributed, virtual, entity level, real-time

» Heterogeneous, non-proprietary

= Open protocol standard development process

e Used for multiple simulation systems
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Basic concepts of DIS

e Simulation nodes
= Multiple distributed simulators, simulations, utilities
» Exchange messages via a network (LAN)

o Network messages
= Conform to predefined standard protocol
= Called Protocol Data Units (PDUSs)
« Transmitted broadcast (UDP/IP, TCP/IP)

e Message purposes
« Report entity state (movement, status)

= Mediate interactions between entities
» Manage or control simulation execution
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Main parts of DIS protocol jLoper, 1995

e Data items to be passed
e Format of data items
= e.g., intvs. float, value enumerations
e Grouping of data items into messages (PDUSs)
e Conditions for sending PDUs
« Specific to PDU type
e Processing to perform upon receiving PDUs
« Specific to PDU type

o Key algorithms to be shared among nodes
* e.g., dead reckoning
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Most common DIS PDU types
o Entity State

= Announce entity existence, location,
movement, and appearance
e Fire
= Announce that entity has fired a weapon
« Important for rendering muzzle flashes

e Detonation
* Announce that round has hit entity or terrain

e Collision
» Exchanged between colliding entities
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DIS PDU types

PDU Family/Type DIS
Version
Entity Information/Interaction
Entity State 1278.1
Entity State Update 1278.1a
Collision 1278.1
Collision-Elastic 1278.1a
Warfare
Fire 1278.1
Detonate 1278.1
Simulation Management
Create Entity 1278.1
Remove Entity 1278.1
Start/Resume 1278.1
Stop/Freeze 1278.1
Acknowledge 1278.1
Action Request 1278.1
Action Response 1278.1
Data Query 1278.1
Set Data 1278.1
Data 1278.1
Event Report 1278.1
Comment 1278.1

Parts 1 and 2 of 3

PDU Family/Type DIS
Version
Radio Communications
Transmitter 1278.1
Signal 1278.1
Receiver 1278.1
Intercom Control 1278.1a
Intercom Signal 1278.1a
Distributed Emission Regeneration
Electromagnetic Emission 1278.1
Designator 1278.1
IFF/ATC/NAVAIDS 1278.1a
Underwater Acoustic 1278.1a
Supplemental Emissions/Entity State 1278.1a
Logistics Support
Service Request 1278.1
Re-supply Offer 1278.1
Re-supply Received 1278.1
Re-supply Cancel 1278.1
Repair Complete 1278.1
Repair Response 1278.1
Minefield
Minefield State 1278.1a
Minefield Query 1278.1a
Minefield Data 1278.1a
Minefield Response NACK 1278.1a
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Part 3 of 3

PDU Family/Type DIS
Version
Synthetic Environment
Environmental Process 1278.1a
Gridded Data 1278.1a
Point Object State 1278.1a
Linear Object State 1278.1a
Areal Object State 1278.1a
Entity Management
Aggregate State 1278.1a
[sGroupOf 1278.1a
Transfer Control Request 1278.1a
IsPartOf 1278.1a
Live Entity
Time Space Position Information 1278.1a
Appearance 1278.1a
Articulated Parts 1278.1a
LE Fire 1278.1a
LE Detonation 1278.1a
Non-Real Time
Action Request 1278.1a
Action Response 1278.1a
Set Data 1278.1a
Data Query 1278.1a
Data 1278.1a




”“ Concepts and Protocols 1.61

Example DIS interaction: direct fire

e Entities interact by exchanging PDUs
e Protocol defines PDU sequence for interaction

Network
4 Fire, 6 Detonation ||/, ) 8 Entity State
Z Network interface = Network interface
o z £ :
T 2 ) N
2 > t 2
I= A S 5 ; K3
Y I?<|_ Q(vﬁ.
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Example DIS direct fire interaction sequence

1. SAF system T sends Entity State PDU
for T-72 t at a specific location.

2. Simulator S receives Entity State PDU
for T-72 t and uses it to render t
In view port of M1 s.

3. The crew of M1 ssee T-72 t
and fire on it in simulator S.

4. Simulator S sends a Fire PDU
announcing that s has fired.

Continued on next slide
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5. Simulator S determines if a hit was scored.
(Assume yes.)

6. Simulator S sends a Detonation PDU
to SAF system T announcing that t was hit
by s; PDU includes details of hit.

/. SAF system T determines effect of hit on t.
(Assume t is destroyed.)

8. SAF system T sends a new Entity State PDU
for t with its new appearance (destroyed).
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DIS and local copies

e Definition
 Remote nodes send entity data updates at intervals
» Local nodes keep copies to use between updates
* Non-persistent form of redundancy
» Motivated by performance (vs network query)
e Example uses of local copies
» Sensing and detection (e.g., intervisibility)
= Combat (e.qg., direct fire)
e | ocal copies updated via dead reckoning
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Example DIS common algorithm:
dead reckoning in, 1995]

e Purpose
» Reduce network message volume
* Provide remote entity location whenever needed

e Mechanism
 Node projects (“dead reckons”) location of each
remote entity since last ES PDU received
 Nodes both model and dead reckon local entities,
send ES PDU when discrepancy too large
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Dead reckoning sequence

Simulator S SAF system T

T broadcasts Entity State PDU for t with position and velocities
S receives Entity State PDU for t, sets position and velocities

S and T both dead reckon t over time

T models actual movement of t over time
T finds that discrepancy between actual and dead reckoned positions for t exceeds threshold
T broadcasts Entity State PDU for t with position and velocities

S receives Entity State PDU for t, set position and velocities

concurrent

NOoOORALN -~
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Example DIS-based Dist Sim system:
Close Combat Tactical Trainer

Models mounted combat

Virtual, entity level, real-time
Heterogenous, non-proprietary
Includes simulators, SAF, utilities
Uses DIS protocol

Simulator interior

Out-the-window view

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Example DIS-based Dist Sim system:
Distributed Mission Training (DMT)

e U. S. Air Force flight simulation system
e Used for training: mission and team, not skill

e Distributed sim, connected via DIS and/or HLA
DIS and/or HLA

Network and Network and Network and : Network and Network and
Protocol Interface Protocol Interface Protocol Interface || Protocol Interface Protocol Interface
1
. . ' Instructor/ Brief/
Pilot Threat Tactical |! )
. . . 'l Operator Debrief
Station Station Environment|! . .
‘| Station Station
| . .
Crewed Crewed SAF : Exercise Exercise
simulator simulator I control prep/review
|

Models/Simulations Utilities
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DMT pilot station (soeing, 2004]

e Simulated cockpit for aircraft pilot
 F-15C and other aircraft
* Includes flight dynamics, controls, visuals

e Real-time, virtual environment for trainee

»

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Threat station

e Control friendly/threat aircraft
= Simple simulated cockpit
= Used for operator, i.e., non-trainee

e Produce specific aircraft behaviors for exercise

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Tactical environment generator

e Simulates mission environment
= Constructive simulations; SAF for exercise
* Friendly and threat entities and sensors

e (Generates context for training
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© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Instructor/operator station

e Simulation control capabilities

- Construct scenarios

- Stop, start, replay, intervene in exercise
e Control and monitor exercise

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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1.73

Brief/debrief station

e Briefing and visualization capabilities

- Map overview of mission/exercise

- Pilot-generated mission/exercise planning
e Preparation and after-action review

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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High Level Architecture

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Distributed simulation protocol:
High Level Architecture (HLA)

LA is a general purpose distributed simulation
protocol and architecture.

“The High Level Architecture is an architecture for

reuse and interoperability of simulations.”
[Dahmann, 1998a]
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“Major functional elements, interfaces, and design
rules, pertaining as feasible to all DOD simulation
applications, and providing a common framework
within which specific simulation system
architectures can be defined.” pob. 1996] (oD, 1998]
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Design premises of HLA [pahmann, 1998b]

e Architecture
= Distributed simulation systems assembled
by connecting nodes via network and protocol
e Flexibility
= No fixed protocol can serve all users’ needs,
nor can all future applications be anticipated
* Protocol must allow customization

e Separation of functionality
= Application-specific (i.e., data definition)
= General infrastructure (i.e., data transport)
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HLA development history

¢ |nitial development pahmann, 1998b]
= Initiated 1995
» Sponsored and organized by DMSO
» Design and implementation overseen by
Architecture Management Group

e Proto-Federations
» Test implementations of HLA federations 1996
» Four proto-federations, different applications:
Analysis, Engineering, Joint Training, Platform
« Each had multiple federates
» Many lessons [Harkrider, 1996a] [Harkrider, 1996b] [Harkrider, 1997]
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e Subsequent developments

HLA designated DoD distributed simulation standard
(“Kaminski Mandate™) 1996

DoD 1.3 version made DoD standard 1998

IEEE 1516 version made |IEEE standard 2000

e Current status

Revision to IEEE 1516 standard “HLA Evolved”,
made standard 2010 [iEeg, 2010a] [IEEE, 2010b] [IEEE, 2010c]
HLA widely adopted, extensively used

Many federates, federations, tools developed
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HLA specifications

e Rules [EEE, 2010a]
e Object Model Template (et 2010¢]
e |nterface Specification peee, 20100)

Definition

Interface Specification
Services used by federates and RTI to
exchange simulation & control information.
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HLA terms

e Federate; individual node in distributed
simulation system (simulation or utility)
e Federation; set of interoperating nodes

\
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e Object Model; specification of data

to be exchanged by a federation

e Run-Time Infrastructure (RTI); software that
supports exchange of data in federation
e RTI service; specific capability provided by RTI

\
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Data
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Run-Time Infrastructure

Federation Management
Object Management
Time Management

Declaration Management
Ownership Management
Data Distribution Management

Concepts and Protocols 1.83
i Federates A
Live
Participants /
Simulations Live Player .5
Utilities Interfaces =
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Interface LL
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HLA Rules

e Define responsibilities and restrictions

e 10 rules total
e 5 rules each for federates and federations
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Federation rules [EeE, 20104]

1) Federations shall have an HLA FOM, documented in accordance
with the HLA OMT.

2) In a federation, all simulation-associated object instance
representation shall be in the federates, not in the RTI.

3) During a federation execution, all exchange of FOM data
among joined federates shall occur via the RTI.

4) During a federation execution, joined federates shall interact
with the RTI in accordance with the HLA interface specification.

5) During a federation execution, an instance attribute shall be owned
by at most one joined federate at any given time.
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Federate rules peee, 2010a]

Federates shall have an HLA Simulation Object Model (SOM),
documented in accordance with the HLA OMT.

Federates shall be able to update and/or reflect

any instance attributes and send and/or receive interactions,
as specified in their SOMs.

Federates shall be able to transfer and/or accept ownership

of instance attributes dynamically during a federation execution,
as specified in their SOMs.

Federates shall be able to vary the conditions (e.g., thresholds)
under which they provide updates of instance attributes,

as specified in their SOMs.

10) Federates shall be able to manage local time in a way that will

allow them to coordinate data exchange with other members
of a federation.



”“ Concepts and Protocols 1.87

HLA object models

e Define federation data to be exchanged

e Object classes and attributes
= Persistent objects
= Hierarchy, single inheritance

¢ |nteraction classes and parameters
= Non-persistent interactions between objects
= Hierarchy, single inheritance

e Documented per Object Model Template
e Similar, not same, as “object-oriented”
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HLA object models

e Define federation data to be exchanged

e Object classes and attributes
= Persistent objects
= Hierarchy, single inheritance

¢ |nteraction classes and parameters
= Non-persistent interactions between objects
= Hierarchy, single inheritance

e Documented per Object Model Template
e Similar, not same, as “object-oriented”
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Example OM:

Class table

Customer (PS)
Bill (PS)
Order (PS)
Greeter (PS)
Waiter (PS)
Employvee (N) Cashier (PS)
Dislwasher (PS)
Cook (PS)
MamnCourse (PS)
Water (PS)
Drink (S) Coffee (PS)
Soda (PS)
Manhattan (P)
3 ClamChowder (PS)
HLA ) . Soup (S) NewEngland (P)
object Appetizers (S) —
Root BeefBarley (PS)
™ Nachos (PS)
Beef (PS)
Food (S) Chicken (PS)
Fish (PS)
Entree (S y :
®) Seafood (S) Shrimigy (PS)
Lobster *[Note1] (PS)
*[Note2]
Pasta (PS)
Corm (PS)
StdeDish (S) Broceol: (PS)
BakedPotato (PS)
Cake (PS)
Dessert (S) Chocolate (PS)
IceCream (5) T
Vamilla (PS)
Note NA

[IEEE, 2010b]
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Example OM: Attribute table

: = Update Update . Available Transport- L
Ohbject Attribute Datatype fipe coniition DA | BS dierisinns ation Order
HIL Aobject HLA HL Atoken NA NA N N NA HIL Areliable Time-
Root vilege stamp
oDelete

Ohbject
Employes PayRate DiollarBate Condifional | Mentmcreass DA PS NA HLAreliable Time-
*[Note3] stamp
YearsOf Years Periodic Livear DA Ps NA HLAreliable Time-
Service *[Ivoted] stamp
Home HLAASCIT Conditional Employee DA Ps NA HLAreliable Time-
Number stnng Teguest stamp
Home Address Conditional Employee DA BS NA HIL Areliable Time-
Address Tvpe reguest stamp
Employee. Efficiency | Water Value | Conditional Performance DA P3 NA HLAreliable Time-
Waiter Teview stamp
Cheerful- Waiter Value | Conditional Performanece DA Ps NA HLAreliable Time-
ness TEVIEW stanp
State Waiter Tasks Conditional Work flow DA BS NA HL Areliable Time-
stamp
Food Drink Number DrmkCount Condrtional Customer N PS BarQuantity HIL Areliable Time-
Cups reuest stamp
Food Dnnk. Flaver FlavorType Conditional Customer N PS SodaFlaver, HLAreliable Time-
Soda recuest BarQuantity stamp

Note NA

[IEEE, 2010b]
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Example OM: Interaction and Parameter tables

CustomerSeated (PS)

OrderTaken (B)

FromKidsMenu (P)

FromAdultMenu (P)

DnnkServed (P)
: ; AppetizerServed (P)
HLAinteractionRoot (N) | CustomerTransaction (P) FoodServed (P)
MamCourseServed (P)
DessertServed (F)
ByCreditCard (P)
CustomerPayvs (P) -
ByCash (P)
CustomerLeaves (PS)
Note NA
[IEEE, 2010b]
Interaction Parameter Datatype ,fh-'a ﬂa,ble Transportation Order
dimensions
CustomerSeated NA NA NA HLAreliable TimeStamp
TemperatureOk | ServiceStat
FoodServed MainCourse AccuracyOk ServiceStat WaiterId HLAreliable TimeStamp
Served TinelinessOk HL Aboolean
Note NA

[IEEE, 2010b]
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HLA object attributes

e Redundancy?
= Multiple objects (instances) of a single object class
may be created (instantiated) during execution
» Same set of data items (attributes) for each object,
but different objects, attributes, values
* No redundancy

e |nconsistency?
= Ownership (right to update) of an object attribute
may be transferred from federate to federate
= Ownership limited by HLA to one federate at a time
* No inconsistency
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HLA Example DIF

=txml versicn="1.0"%=
= | DOCTYPE objactModal 2YSTEM "HLA.dEA" =
<objactModel
DTDvarslion="1516.2"
name="Examples"
typa="FOoM"
version="1.0"
date="2000-04-01"
purpose="rrovide an example of an HLA FoOM"
Sponsor="DM50" >
zobjacta=
zobjactclass name="HLAchjactRoot”
sharing="Helther"=
zattribute name="HLAprivilegeTcDelatelhjact”

<basichata name="HLAIntegerlsLE"
glzae="18"
interpretation="Integer in the range [-2°15, 2*15 - 1]"
ocndian="Littlan

1.93

dataType="NA" encoding="16-bit two's comnplement signed integer. The most
updateTypa="HA" aignificant bit contains the sign.»/=
updatecondition="Ma" <basichata namse="HLAIntegar32LE"

slza="32"

interpretation="Integer in the rangs [-2"21, 221 - 1]*
endian="Littla"

encoding="22-bit two's complement signed integer. The most

ownarshl p="HoTranafer"”
sharing="Helthar"
dimensions="HA"

transportation="HLAreliabler aignificant bit containa the aign."/=
order="Tinsstamp"” /> <basichata name="HLAINntegars4LE"

<objectdlass name="UgserkBaseClasa” 2lze="64"
sharing="Helther" interpretation="Intager in the range [-2%83, 2%83 - 1]"
gemantica="This cbject clase is the base of all user-defined object endian="Little”

encading="64-bit two'a complemant signed integer first. The most
gignificant bit containa the sign."/=
<basichata name="HLAfloat32LE"
slza="3z®
interpretation="single-precisicn floating polnt number®

alassas" >
zobjectdlass name="Usersubclasa"”
sharing="rubklishsubscriba”
gemantice="This ia a subclasas of UssrbBassClass"s

zattribute name="Userittributan endian="Littla"
dataType="UgserDatatype" encoding="32-bit IEEE normalized aingle-precision format. See IEEE
updateTypa="2taticn 8td 754-1985"/>
updat eCondition="HaA" <basichata name="HLAfloat&4LE"

ownarship="NoTranafar®

sharing="rublishsubascriban

dimensions="Na"

transportation="HLAreliable"

order="Timestamp"

gemantica="attribute of Usersubclass®/=
</objectClasax

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Spemal HLA object models
e Federation object model (FOM)

= Shared object model in federation
» QObjects and interactions
e Simulation object model (SOM)
= Object model for single federate
= Objects and interactions
= External only
e Federation’s FOM generally a subset
of the union of the federates’ SOMs

¢ RPR FOM recreates DIS as HLA OM
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HLA Interface Specification

e Purpose
* Formal definition of operations (“services”)
used to exchange simulation and control information
iIn a federation execution
= Formal specification of interface between RTI
and federates, defined as a set of functions with API

e |nterface Specification and the RTI
« Interface Spec; defines services and software interface

to use them
* RTI; implements and executes the services
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Service Category
Federation Management
Declaration Management

Object Management

Ownership Management
Time Management
Data Distribution Management

Support

Functionality

Create, control, destroy federation executions
Join and resign federation executions
Pause, resume, checkpoint, restart

Announce intent to send or receive
object and interaction information

Create and delete objects
Send and receive object attribute updates
Send and receive interactions

Transfer ownership of object attributes
between federates

Control and synchronize simulation time

Filter data sent between federates

Provide infrastructure status information
to federates

Services
1516-2010

31

12

29

18

23

12

43
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Federation Management services [Eek, 2010c]

e Purpose
= Control federation executions
= Join and resign from federation executions

e Example services
= Create Federation Execution
= Join Federation Execution
* Resign Federation Execution
= Destroy Federation Execution
= Request Federation Save
= Federation Saved t
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Declaration Management services (&g, 2010q]

e Purpose
* Announce intent to send or receive data
= Based on object and interaction classes

e Example services
= Publish Object Class Attributes
= Subscribe Object Class Attributes
= Publish Interaction Class
= Subscribe Interaction Class
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Object Management services [kt 2010c]

e Purpose
= Create and delete objects
= Send and receive object updates & interactions

e Example services
= Register Object Instance
= Discover Object Instance t
= Update Attribute Values
= Reflect Attribute Values t
= Delete Object Instance
= Remove Object Instance t
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Ownership Management Services [Eee, 2010q]

e Purpose
= Transfer ownership of object attributes

between federates

e Example services
* Negotiated Attribute Ownership Divestiture
= Request Attribute Ownership Assumption
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Time Management services [e&k, 2010c)

e Purpose
= Control and synchronize simulation time

e Example services
= Time Advance Request
= Time Advance Grant 7
= Retract
 Request Retraction 7
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Data Distribution Management services (&g, 2010c]

e Purpose
= Filter data sent between federates
 Based on data value ranges

e Example services
» Create Region
= Register Object Instance With Regions
= Subscribe Object Class Attributes With Regions
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Support services (ke 2010c]

e Purpose
= Provide infrastructure status information

e Example services
= Get Object Class Handle
= Get Attribute Handle
= Enable Callbacks
= Disable Callbacks
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Run-Time Infrastructure (RTI)

e Not a part of the definition of HLA
e Software realization of the HLA definition

e Provides run-time support to federation
= Transports data between federates
= Controls federation execution
= Manages simulation time
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Logical view of a federation

e Federates send data to and receive data

from RTI, via services

e RTl is intermediary between federates
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Technical view of a federation

e LRC integrated into each federate

e Federate passes data to/from LRC via services;
LRCs exchange data via network

e CRC handles special services

\
F t F t F t
ederate ederate ederate CRC
LR LR LR

S ®© =0 S o S o > Federation
O® O ® O® c ©
T LA T . QN
@)
_/
Network

LRC = Local RTI Component CRC = Central RTI Component
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RTI services invoked via Ambassadors

To/From Protocol Manager

-~

GATEWAY

Message
Service Routine

Send Interaction

Update Attribute,

SendPDU

Federation
Controller

Declaration
Controller

Ownership
Controller

Time
Controller

Object
Controller

RTI
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Local RTI
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‘\ Federate j

/ Ambassador

Component

< RTI 3
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HLA standards

e DoD 1.3
» Original HLA standard
Initial RTI and HLA software implemented in DoD 1.3
DoD 1.3 software no longer supported
No longer in use?

e |[EEE 1516-2000

= Developed from DoD 1.3
Many improvements [DMSO, 2004] [Morse, 2004¢]

« Widely used
Federates, federations, tools, products available

e HLA 1516-2010
= Developed from IEEE 1516
= Standardized 2010 [iEeE, 2010a] [IEEE, 2010b] [IEEE, 2010c]
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HLA compliance

e Compliance
* Independent agencies test HLA federates
= Successful test certifies “HLA compliance”
* 1996 mandate connected compliance to funding

e Approaches to compliance
= Native; use HLA directly
» Middleware; HLA hidden in software layer
» Gateway; protocol translator wood, 1999]

e Non-compliance
= Waivers available, compliance less important

* Non-compliant, non-standard implementations exist,
e.g., JFCOM RTI-s
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HLA summary

e Goals and premises
= (General-purpose, flexible distributed simulation
= Architecture, protocol, middleware
= Provides data transport, other services
= Semantics in object models, not in HLA
e Defined by specifications
= Federates and federation follow Rules

= Data defined per Object Model Template
= Interface Specification defines services, interfaces

e Run-Time Infrastructure
* Implements services, transports data
= Multiple RTI versions available
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e Standards and compliance
 HLA standards (chronological order):
DoD 1.3, IEEE 1516-2000, IEEE 1516-2010
= Independent testing for protocol compliance

e \Well established

= Numerous HLA federates, federations, applications
= Mature IEEE standard
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Test and Training
Enabling Architecture

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Distributed simulation protocol:
Test and Training Enabling Architecture (TENA)

[TENA, 2008]

e Designed for range (test, training) applications
= Entity level
= Live, virtual, constructive
» Real-time response
e Protocol and architecture
» Protocol; object model, messages
= Architecture; common middleware

e (Goals

= [terative improvement based on user feedback
» Interoperability, reusability, composability
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TENA components

e Architecture components

= TENA Object Model
= TENA Middleware

e Common context
» Representation of the environment (SEDRIS)

o Software development support
» Development process (TENA Technical Process)
» Reusable tools (object model utilities)
« Repository (software components)
» Data archive (execution data)
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TENA architecture overview

Constructive model Live radar or telemetry Hardware-in-the-loop Execution monitor AAR

g = .
S E
2 i F- .
o Rl

Range Range Range Monitori Analysis
onitoring .
Resource Resource Resource Avplication & Review
Application Application Application PP Application

L5

TENA Middleware

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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TENA application architecture
TENA Application A TENA Application B TENA Application C
User Application User Application User Application % o
Code Code Code 5°
SE®
TENA Middleware TENA Middleware TENA Middleware %%
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TENA Logical Range Object Model (LROM)

e Object definitions used in logical range execution
= Contain objects needed in execution
 LROM may come from multiple sources

e Common object model
= Shared by all applications in logical range
* Provides “common language”

e Incrementally enhanced
» User developed objects, custom for logical range
= Supported objects, available for reuse
= Standard objects, approved for standardization
= Latter expected to increase over time
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TENA standard object models

e TENA-Radar-v2 o
e TENA-GPS-v1
o TENA Platform

TENA-Platform-v3.1
TENA-PlatformDetails-v3
TENA-Affiliation-v1
TENA-UniquelD-v2
TENA-PlatformType-v1
DIS-Entity Type-v2
TENA-Munition-v2.1
TENA-Engagement-v3.1
TENA-Organization-v1
TENA-EmbeddedSystem-v2 e
TENA-EmbeddedSensor-v21
TENA-EmbeddedWeapon-v2

TENA TSPI
TENA-TSPI-v4

TENA-Time-v1.1
TENA-Position-v1
TENA-Velocity-v1
TENA-Acceleration-v1
TENA-Orientation-v1
TENA-AngularVelocity-v1
TENA-AngularAcceleration-v1
TENA-ORM-v1

TENA-SRF-v1
TENA-SRFserver-v1

TENA-AMO
= TENA-AMO-v1
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TENA standard object model example

<<TENA:LocalClass>>
==TENA:Class>>
+Hspl
Platform - TSPl
(TENA) (TENA) +platformiD

==TEMA LocalClass>>

UniquelD
(TENA)

+platformlD UniguelD

+imeStamp - Time
+callSign : TEMA: string =
+designator : TENA::string +affiliation
+platforrmType - PlatformType
+affiliation : Affiliation

<<TENA:Enumeration=>
Affiliation +get_key() : TENA: unsigned long long
(TENA) +set_Pull(y . TEMA: void
+ishull() - TENA boolean

<<TENA:Readonly=>+siteiD . TENA unsigned shoit
=<TEMA::Readonly==>+applicationiD . TENA: unsigned short
=<TENA: :Readonly==+objectiD - TENA :unsigned long

+isEqual( otherlD . UniquelD ) - TEMA: boolean
+set_Values( site . TENA:unsigned short, app . TENA:unsigned short, obj . TENA:unsigned long ) : TENA:void

<< TERA Class»>>
PlatformExtension
(TENA)

+damagestate | DamageState +Affilation_Unknown
+damagePercent : TENA: float +Affilation_Friendly
Hspi: TSP - +Affiiation_Hostile
+Affilation_Neutral
? +Affiiation_Nonparticipant <<TENA .Enumeralion=>
+Affiation_Pending
==TEMA Class>> +Affiiation_Assumed_Friend Damagestale
Miinilion +Affilation_Suspect (TENA)
+Affiiation_Joker +Dam: Lnl
: age_LInknown
(TENA) +Affilation_Faler +Damage_Alive
+shocterD | UniqualD +Damage_5uppressed
+targetll : LiniquslD +Damage. Communication
+weaponToTargetRangelnieters : TENA: double +Damage_Mobility
+weaponToTargetRangeValid : TENA:boclean +damageState | 50006 Delayed Mobility
+aimpoint: Position +Damai]e_l—_|repow5r
+aimpoirtvalid ;: TENA; boolean +Dama-ge_Catas1rophic
+platformType
<<TENA: LocalClass>> TENA- LocalClasss
—TEN TP
PlatformType e
(TENA) EntityType
T (DIS)

==TENA Readonly==+typelndex | TENA unsigned long
=<TENA Readanly=-+databaseVersion - TENA unsigned long
-kind ' TENA:: octet

-domain - TEMNA ‘octst

-country : TEMA unsigned short

-category : TENA octst

-subcategary : TEMNA: octet

-specific : TEMA octet

-extra;: TENA octet

+get_ DISentityType() : EntiyTyps

+5et_DISentityType( entityType : EntityType | TEMA boolean
+uel ShingRepresentatonf) . TEMA sting
+5et_TypeFromstring( type : TENA sting | - TENA:boolean
+findCemmonality| cther : PlatformType ) : PlafformType
+sldenticall other | FlatformType ) : TEMA boolean

+hind - TENA -octet

+domain : TENA octet
+country : TENA - unsigned shoit
+category : TENA:octet
+subcategory | TEMA: octet
+specific : TEMNA: octet

+axtta: TENA: octet

+platformiD - UniguelD
HimeStamp : Time

+extensionfypell) | TENA:unsigned long

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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TENA code generator

e Generates code for TENA Middleware
= |nput: TDL (TENA Description Language)
= Qutput: C++

e Accessed via web front end

e Promotes interoperability via homogeneity
= Same source code for every TENA application
= Common algorithms embedded in generated code,
e.g., coordinate conversion, unit conversion,
data marshalling/demarshalling
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TENA logical range example: InterTEC

e Large distributed LVC C4l Link-16 test
o TENA used for

= Distribution of instrumentation data

= Test control
= Distributed simulation across multiple sites

A Threats: . oo4 10 locations
F-22 (EdwariSiLVE M A ~ 12 different applications
F-16 (Edwards Live) " . . .
Y 56 instances of applications

 FIA-18 (China Lake)
" FIA-18 (Pax River)
E-2C (Pt Mugu Live) F-35 (Fort Worth)

E-2C (Pax River) © CVN (Point Loma)

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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TENA summary

e Protocol and architecture designed for ranges

e Common middleware provides data transport

e Standard object models at entity level and below
e Numerous applications since development
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Implementing interoperability

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Achieving interoperability

e Native
» Federate/application code uses protocol directly
= e.g., most DIS applications

e Middleware
= Common software layer used by all federates
= Application uses protocol indirectly via middleware
* e.g., TENA, arguably HLA
o Gateway
= Application uses one protocol, e.g., DIS

= Gateway translates application protocol to another,
e.g., DIS/HLA gateway



”“ Concepts and Protocols

1.125

General interoperability iIssues

e Protocol compliance
* Properly formatted data items and messages
= Correct send and receive processing

e Model consistency issues
= Terrain correlation
= Consistent weapons effects
= Consistent object models

e Technical issues
» Coordinate systems and coordinate conversions
= Byte alignment and endianness
= Ambiguities in protocol standard
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Interoperability issue: model consistency

Model A Model B
Free fall without air resistance Free fall with air resistance
h(t)=-49t2 + vt +5s h(t) =-4.9t> + vt + s + r(t)

r(t) is a notional model of air resistance

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Example interoperability implementation:
1992 I/ITSEC DIS Interoperability Demonstration

e First large scale use demonstration of DIS

= 39 heterogeneous simulations and utilities
= Demonstrated on I/ITSEC exhibit floor

e Testing
= |IST CGF used as protocol “gold standard” [Loper, 1993]
= Each simulation tested for interoperability against it
= 7 days, 24 hours, 12 hour shifts

e Demonstration
= Network cabling crushed; replaced after midnight
= Backup demo scripted in IST CGF system, not used
» Demo successful
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1992 I/ITSEC DIS Interoperability Demo, testing
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1992 I/ITSEC DIS Interoperability Demo, event
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1992 I/ITSEC DIS Interoperability Demo, Wired

Bruce Sterling

Has Seen the Future of War

Wired, Premiere issue,
March/April 1993

“The demo’d the new standard on a network link-
up l/ITSEC ... live.

The had to rip up some of the Ethernet wiring
that they’d laid before the show because it had
SO many crimp-failures ...

It got hairy for a while there. But they got the
demo to run. The protocol worked just fine.

There was some interesting stuff backstage ...
There was a handscrawled brag on a backstage
chalkboard, written by the techies from Orlando:
“DIS Interoperability Demonstration. Today’s
feature: DIS. Tomorrow: the holodeck.”

[Sterling, 1993]

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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In depth:
Terraln iIssues
INn distributed simulation

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Persistent data in IT

roR

NEg)

A B
A 4

Application
program

During execution Between executions During execution

!

Y
B
A

B C
A 4

Application
program

Entity (Customer)

Representation

Data set

Input/output

Time
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Non-persistent data in M&S

v v
1 1
A A
1] ]2 1|3
v | | v
Model Model

During simulation Between simulations During simulation

>

Entity (Tank)

Representation

Data set

Input/output

Time

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Terrain representation and terrain databases

e Terrain representation
= Polygons (usually triangles) form surface of earth
= Texture, type associated with each polygon
= Features (e.g., trees, buildings) located on polygons
e Terrain database
= Data set containing terrain data (e.g., vertex x, y, z coordinates)
= Several standard formats (e.g., CTDB)

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Terrain images: Rural

e Surface polygons may have digital photos as textures
e Used for visualization, not simulation

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Terrain images: Urban

——— R

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.



Terrain response |

Terrain query
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Terrain alternative 1. integrated
6 6 Entity
i i |
i i i Representation
v v v
: : Terrain
Simulator Simulator server Model
A A

Protocol messages

Network

e Single copy of terrain database at single nodes
e Other nodes request terrain data via queries
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Terrain alternative 2. replicated
Entity
Representation
Simulator Simulator Model

Protocol messages

Network

e Each node has its own copy of the terrain database
e No network queries required to retrieve terrain data
e Resulting issues: terrain correlation, dynamic terrain
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Terrain correlation issue: floating entities
oL g Entity
1\ Representation
= f
v %
Model
Simulator X Simulator Y
: A
: Protocol messages
————— Network
tank t: x,y, z

e Inconsistent terrain database heights [schiavone, 1995]

e Causes ground entities to “float”
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Terrain correlation issue: fair fight

Data flow

Network

Network inferface

A

.
S
o

Simulation X

Simulation Y

.‘ _
R, @

5
N
9
Ry
S
&

Tank A local, tank B remote

Trees in X, A can’t see or shoot B

Tank B local, tank A remote
No trees in Y, B can see and shoot A

e |nconsistent terrain database features [Petty, 1996]
e Causes “fair fight” problems
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Dynamic terrain

e Definition
= Some simuland actions can change terrain
= Changes must be applied to all replicated TDBs

e Examples
= Bulldozer digs entrenchment
= Bomb creates crater

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.



Terrain update

e Describing terrain changes in the protocol

”“ Concepts and Protocols 1.142
Dynamic terrain issues
. . . Representation
v v v
Simulator Simulator Simuator Model
A A Protocol messages
Network

e Algorithms for inserting terrain changes into local TDBs
e Time required to generate, send, receive, apply updates
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Summary and references

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.
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Concepts and Protocols summary

e Distributed simulation
= Architecture for networking simulations
= Combines simulations and support nodes

e Interoperability protocols
= Define data content, data transport,

Interaction sequences
= Some require specific simulation architectures
= Military examples: SIMNET, DIS, ALSP, HLA, TENA

e Related issues
* Implementing interoperability
= Terrain representation and correlation
= Semi-automated forces



AN Concepts and Protocols 1.145

ALABAMA IN HUNTSVILLE

References

[BanksC, 2010] C. M. Banks, “Introduction to Modeling and Simulation”, in J. A. Sokolowski and C. M. Banks (Editors),
Modeling and Simulation Fundamentals: Theoretical Underpinnings and Practical Domains, John Wiley & Sons,
Hoboken NJ, 2010, pp. 1-24.

[Boeing, 2004] URL http://www.boeing.com/defense-space/aerospace/training/dmt/, Accessed 8-2-2004.

[Clarke, 1995]T. Clarke (Editor), Distributed Interactive Simulation Systems for Simulation and Training in the
Aerospace Environment, SPIE Critical Reviews of Optical Science and Technology, Vol. CR58, SPIE Press, Bellingham
WA, 1995.

[Dahmann, 1998a] J. S. Dahmann, F. Kuhl, and R. Weatherly. “Standards for Simulation: As Simple as Possible But
Not Simpler: The High Level Architecture for Simulation,” SIMULATION, Vol. 71, No. 6, pp. 378-387, December 1998.

[Dahmann, 1998b] J. S. Dahmann, R. M. Fujimoto, and R. M. Weatherly, “The DoD High Level Architecture: An
Update”, Proceedings of the 1998 Winter Simulation Conference, December 13-16 1998, Washington DC, pp. 797-804.

[Daniels, 2012] W. E. Daniels and M. D. Petty, “Recreating the Battle of 73 Easting in a Constructive Combat Model”,
Proceedings of the 2012 AlaSim International Modeling and Simulation Conference, Huntsville AL, May 1-3 2012.

[DMSO, 2004] Defense Modeling and Simulation Office, Transition of the DoD High Level Architecture to IEEE
Standard 1516, Technical Report, October 21 2004.

[DOD, 1996] Department of Defense, Instruction 5000.61, M&S VV&A, 1996.
[DOD, 1998] Department of Defense, Directive 5000.59, M&S Management, 1998.
[DOD, 2009] Department of Defense, Instruction 5000.61, M&S VV&A, 2009.

[Harkrider, 1996a] S. M. Harkrider and M. D. Petty, “Results of the HLA Platform Proto-Federation Experiment”,
Proceedings of the 15th DIS Workshop on Standards for the Interoperability of Defense Simulations, Orlando FL,
September 16-20 1996, pp. 441-450.



AN Concepts and Protocols 1.146

ALABAMA IN HUNTSVILLE

[Harkrider, 1996b] S. M. Harkrider and M. D. Petty, “High Level Architecture and the Platform Proto-Federation”,
Proceedings of the 18th Interservice/Industry Training Systems and Education Conference, Orlando FL, December 3-6
1996.

[Harkrider, 1997] S. M. Harkrider and M. D. Petty, “Results of the High Level Architecture Platform Proto-Federation
Experiment”, Proceedings of the 8th International Training and Education Conference, Lausanne Switzerland, April 22-
25 1997.

[IEEE, 1995] Institute for Electrical and Electronics Engineers, IEEE Standard for Distributed Interactive Simulation -
Application Protocols, IEEE Std 1278.1-1995), September 21 1995.

[IEEE, 2010a] Institute for Electrical and Electronic Engineers, IEEE Standard for Modeling and Simulation (M&S) High
Level Architecture (HLA) — Framework and Rules, IEEE Std 1516TM-2010, August 18 2010.

[IEEE, 2010b] Institute for Electrical and Electronic Engineers, IEEE Standard for Modeling and Simulation (M&S) High
Level Architecture (HLA) — Federate Interface Specification, IEEE Std 1516.1TM-2010, August 18 2010.

[IEEE, 2010c] Institute for Electrical and Electronic Engineers, IEEE Standard for Modeling and Simulation (M&S) High
Level Architecture (HLA) — Object Model Template (OMT) Specification, IEEE Std 1516.2TM-2010, August 18 2010.

[Lin, 1995] K. Lin, “Dead reckoning and distributed interactive simulation”, in T. L. Clarke (Editor), Distributed
Interactive Simulation Systems for Simulation and Training in the Aerospace Environment, SPIE Optical Engineering
Press, Bellingham WA, 1995, pp. 16-36.

[Loper, 1993] M. L. Loper and M. D. Petty, “Computer Generated Forces at the DIS Interoperability Demonstration”,
Proceedings of the Third Conference on Computer Generated Forces and Behavioral Representation, Orlando FL,
March 17-19 1993, pp. 155-168.

[Loper, 1995] M. L. Loper, “Introduction to distributed interactive simulation”, in T. L. Clarke (Editor), Distributed
Interactive Simulation Systems for Simulation and Training in the Aerospace Environment, SPIE Optical Engineering
Press, Bellingham WA, 1995, pp. 3-15.

[Méller, 2012] B. Moller, et al, The HLA Tutorial: A Practical Guide for Developing Distributed Simulations, Pitch
Technologies, Linkoping Sweden, 2012.



AN Concepts and Protocols 1.147

ALABAMA IN HUNTSVILLE

[Morse, 2004a] K. L. Morse, M. D. Petty, P. F. Reynolds, W. F. Waite, and P. M. Zimmerman, “Findings and
Recommendations from the 2003 Composable Mission Space Environments Workshop”, Proceedings of the Spring
2004 Simulation Interoperability Workshop, Arlington VA, April 18-23 2004, pp. 313-323.

[Morse, 2004b] K. L. Morse, M. D. Petty, P. F. Reynolds, W. F. Waite, and P. M. Zimmerman, “Summary of the 2003
Composable Mission Space Environments Workshop”, Simulation Technology, Volume 7, Issue 2, September 9 2004.

[Morse, 2004c] K. L. Morse and M. D. Petty, “High Level Architecture Data Distribution Management Migration from
DoD 1.3 to IEEE 1516”, Concurrency and Computation: Practice and Experience, Vol. 16, Iss. 15, December 2004, pp.
1527-1543.

[Petty, 1995] M. D. Petty, “Computer generated forces in Distributed Interactive Simulation”,

in T. L. Clarke (Editor), Distributed Interactive Simulation Systems for Simulation and Training in the Aerospace
Environment, SPIE Critical Reviews of Optical Science and Technology, Vol. CR58, SPIE Press, Bellingham WA, 1995,
pp. 251-280.

[Petty, 1996] M. D. Petty, M. A. Hunt, and K. C. Hardis, “Terrain Correlation Measurement for the HLA Platform Proto-
Federation”, Proceedings of the 15th Workshop on Standards for the Interoperability of Defense Simulations, Orlando
FL, September 16-20 1996, pp. 691-702.

[Petty, 2009] M. D. Petty, “Behavior Generation in Semi-Automated Forces”, in D. Nicholson, D. Schmorrow, and J.
Cohn (Editors), The PSI Handbook of Virtual Environment Training and Education: Developments for the Military and
Beyond, Volume 2: VE Components and Training Technologies, Praeger Security International, Westport CT, 2009,
pp. 189-204.

[Schiavone, 1995] G. A. Schiavone, R. S. Nelson, and K. C. Hardis, "Interoperability Issues for Terrain Databases in
Distributed Interactive Simulation”, in T. L. Clarke (Editor), Distributed Interactive Simulation Systems for Simulation
and Training in the Aerospace Environment, SPIE Critical Reviews of Optical Science and Technology, Vol. CR58,
SPIE Press, Bellingham WA, 1995, pp. 281-298.

[Sterling, 1993] B. Sterling, “War is Virtual Hell”, Wired, Issue 1.01, March/April 1993, pp. 46-51, 94-99.



AN Concepts and Protocols 1.148

ALABAMA N HUNTSVILLE

[TENA, 2008] TENA Software Development Activity, “The Test and Training Enabling Architecture (TENA) Overview
Briefing — 12 February 2008”, Presentation, Online at https://www.tena-sda.org/display/intro/Documentation, Accessed
June 25 2008.

[Tolk, 2012] A. Tolk (Editor), Engineering Principles of Combat Modeling and Distributed Simulation, John Wiley and
Sons, Hoboken NJ, 2012.

[Weisel, 2004a] E. W. Weisel, M. D. Petty, and R. R. Mielke, “A Survey of Engineering Approaches to Composability”,
Proceedings of the Spring 2004 Simulation Interoperability Workshop, Arlington VA, April 18-23 2004, pp. 722-731.

[Wood, 1999] D. D. Wood and M. D. Petty, “HLA Gateway 1999”, Proceedings of the Spring 1999 Simulation
Interoperability Workshop, Orlando FL, March 14-19 1999, pp. 302-307.



AN Concepts and Protocols 1.149

ALABAMA IN HUNTSVILLE

End

m -G VIS A
_ s iViI /A

THE UNIVERSITY OF
ALABAMA IN HUNTSVILLE

Center for Modeling, Simulation, and Analysis

© 2013 University of Alabama in Huntsville; © 2013 Mikel D. Petty, Ph.D.



